
Abstract   

How   to   Boost   Efficiency   of   Traditional   Machine   Learning   Pipeline  
Using   Techniques   and   Tricks   from   Deep   Learning  
Over   the   recent   decade,   deep   learning   has   become   a   dominant   approach   in   data   science.   In  
general,   neural   networks   tend   to   offer   better   performance   over   traditional   methods.   In   addition   to  
better   accuracy,   deep   learning   also   allows   researchers   to   skip   a   labor-intensive   feature  
engineering   phase.   Stil,   many   practitioners   continue   using   traditional   methods,   mainly   because  
neural   networks   lack   explainability   and   because   there   is   a   large   variety   of   well-researched  
old-school   machine   learning   algorithms   that   have   become   industry   standards   for   specific  
domains.   And,   of   course,   neural   networks   are   expensive   to   train.  
 
But   is   there   a   way   to   combine   the   best   of   two   worlds?   Is   it   possible   to   “steal”   techniques   from  
deep   learning   and   employ   them   to   increase   efficiency   of   traditional   machine   learning   models?  
 
The   answer   is   yes.   Attend   this   presentation   to   learn   how   to   enreach   conventional   methods   (from  
linear   regression   to   decision   forests)   by   using   the   tools,   originally   created   by   AI-practitioners  
with   neural   networks   in   mind.   This   symbiotic   approach   often   allows   reaching   state-of-the-art  
levels   of   prediction   without   leaving   a   realm   of   traditional,   explainable   and   inexpensive   methods.  
 
This   is   an   intermediate-level   presentation.   Participants   are   expected   to   be   familiar   with   key  
machine   learning   concepts.  
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